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About Me: Date Huang SEEQERnon

» Speaker:
e 2019 Openlinfra Day Taiwan Speaker
* Massive Bare-Metal Operating System Provisioning Improvement
2019 OSC Tokyo Fall Speaker
e 2019 COScon ‘19 Speaker
* 2019 Hong Kong Open Source Conference Speaker
* De-centralized Bare-Metal Operating System Provisioning
2018 ISC High Performance Project Poster Demo

* The Design and Implementation of Bare Metal Cluster Deployment Using
BitTorrent

e 2017 Open Source Summit North America co-Speaker
* Building Cloud Infra using cost-effective ARM Boards
2017 OpenStack Day Taiwan Speaker
* Combine Continuous Integration (ClI) with OpenStack
« 2016 OpenStack Day Taiwan Invited Speaker
* OpenStack on ARM64

* Projects:
 Dozen Cloud
* Mitaka Release Openstack Cloud Apps VPS by ARM64 CPU
« EZIO

* BitTorrnet-based OS Bare-metal Provisioning
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Edgecore Open Networking Attributes Ll ]

~_  Open Networking

@ Open Software Dis-aggregation!
@ Open Hardware
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Edgecore Open Networking Benefits BOCREREE

Freedom Control Innovation

Benefits:

 Disaggregation provides FREEDOM of Choice and removes vendor lock-in

« Greater CONTROL over Network Infrastructure through open software platforms
* Rapid INNOVATION through a community & DevOps approach

« Reduced CAPEX and OPEX

© 2019 Edgecore Networks. All rights reserved. Subject to errors and misprints. | www.edge-core.com .



®

NETWORKS

SDDC Design Principles
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Latest SDDC Design Principles .

e CLOS for Scale-Out Spine Layer

NN
BGP+ECMP

) AN SN/
/

* Vender agnostic

Core or WAN

* Full Life Cycle

: , a \L N\ ,
AUtOmathn e e e e e e e e e e e e e Leaf Layer
_ _ _ I el W [ =] i -] [ — |
* Real-time Monitoring —— = network services Q
L ) Firewall, Load Balancer, etc  Chef

* Proactive Analytics compute and storage /\
CFEngine puppet
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CLOS Networks
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Proprietary Chassis vs. Open Leaf & Spine Fabric

Proprietary Chassis

Closed & Proprietary Stack

(ASIC, HW, SW)
Expensive
Complex
Scale UP
Vendor Lock-In

[ SDN Applications } Control

Plane

SDN Applications
SDN Controller

Leaf & Spine / Clos Fabric for Scale-out
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CLOS/Leaf & Spine Design Benefits ~ 1220a2aa8

2 tier ( 3-stage ) CLOS Folded Architecture

* Scale-Out architecture that
ideal for East-West traffic Spine Layer

* Scale-Outinsmaller S EE EBEEEEE BEEEEE EEEEEE

increments - Pay-As-You- \\,.’/AK\\A.{/‘M
Grow BGP+ECMP

* Simpler Network - Fewer
Protocols to build larger
network - - - - - CEemmeeee - .- Leaf Layer

* One-hop away predictable =y _ =y _=yg__= .
latency : = G = I =1 — network services NC)

_ _ Firewall, Load Balancer, etc Chef
e Multiple paths for rich
redundancy

« ECMP can be leveraged due
to multiple paths

Core or WAN

Q

compute and storage

6“ ANSIBLE

CFEngine puppet
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CLOS/Leaf & Spine Design Benefits (Cont’d) p— L1

e 3 tier ( 5-stage ) Folded CLOS Architecture

Core or WAN
Super Spine Layer

Spine Layer |

Leaf Layer

POD 1 CEL POD N L Edge Netl\::vcc))lgk Service )

12/6/19
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The World-wide Best Practice for Server/Storage grprmemes’
Networks

in SlideShare Search

Home Explore Presentation Courses

1 person clipped this slide

Data Center Network w

» Janog38 YY7—®DIP CLOS Fxvr7—0%8 R
* https://www janog.gr jp/ meeting/janog38/download file/ cloe.pdf

AS6500 BGPODASEF(2Private ASEFIM
< FT N PR o™
: B L ——— s G

BFDTES < #5) Y 2Mi2/31 ?
Butrectanal Forwarding Detection eBGP THY one sg
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Layer2

The "IP Fabric” Leaf-Spine Network Design (RFC 7938)
Started by Facebook and now deployed by enterprises
and organizations around the world wedi .



OCP Adoption Example: Yahoo Japan ~ eeeeaeas

Data Center Network

L. L.
.y .y

Vveak— VV l ~— —'
<
in the East-West Traffic | ‘

Clos Network YAHOO’

oo Japan Corporation. All Rights Reserved. ’A PAN
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Industry Moving to Larger Bandwidth Fabric -

/T N S\ /T N S\

Leaf Layer é é % %

A 4 A 4

Compute and storage Compute and storage for HPC / Al / ML
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Full Life Cycle Automation
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Full Life Cycle Automation EEREE

OPERATE @/ \Zc,S DESIGN

/ Full Lifecycle\
\Aufomaﬁon /

DEPLOY :.:\ |- f&_
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Design & Build Stage

Design & Build —— Template
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Deploy Stage

Deploy — Blueprint — Telemetry

[ 4 |
A Status % Anomalies [+ Analytics Q Query
Deployment Status
Confi g Service config deployment Discovery config deployment
deployment o6 A0 ©0 A0
task progress SUCCEEDED PENDING FAILED SUCCEEDED PENDING FAILED
Services Status
Monitors the health . ) .
IP Fabric External Routing L2 Connectivity
of the
overall network
SySte m ) 8 ar?o?:ﬁes 42?:1!!::55 Lnaii:nf:iif '_({)(a):::gl::f 2 ari?l:ies L’L&i‘:ﬂfgi‘: I()naiec;nf:iif 0 ::Ilclx-:;lGies 0 avE:ﬁ\n?Iies
by comparing

“Intent” and “Actual’
- |

Anomaly History Now Anomaly History Now Anomaly History

Liveness Deployment Status Route Verification

Leaf

0anomalies

Route Table

36 anomalies

Server
0anomalies

Spine

0 anomalies

Deployment Config Dev.

0anomalies 0 anomalies

Anomaly History Now Anomaly History Now Anomaly History




Operate

Deploy — Blueprint — Telemetry

Blueprints Devices ~ Design ~ Resources ~ External Systems ~

Platform ~

4 /Blueprints/vpod-evpn/System Nodes/spinel

Cabling Mistake Detected

a Staged (D Active

Interface
3 ¥
up down
rack_001_leafl
rack_002_leafl

Bl Physical @ Telemetry
Color Link
] [ | | -
ok violating intent unintended present
spinel B e e e e e e e o
e
----------- m
—_

rack_003_leafl

rack_004_leafl

fore.com .
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Real-time Monitoring
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Real-time Monitoring

e Streaming Telemetry - Next Generation Monitoring
* Real-Time Analyze Data for Useful Meaning
* No More SNMP

o
o Send Alerts

Analyze Data for Useful Meaning ey
Collect

Raw Data




SNMP Weakness BOOOSgooE

* A protocol that is over 20 years old
* Doesn't scale

* Not real-time
* Polling Interval

* Not supported for modern workloads such as container

* Not reliable (can’t tell if traps are really being sent or delivered)
* Polling Interval
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From PULL to PUSH taasagea

- Push (Streaming Telemetry) | Pull (SNMP)

Init Check Push all info while booting Wait for server to pull SNMP
info
Scalability Push info to server only in need Server need to pull info at a
certain time
Latency Low network bandwidth High network bandwidth
Real-time No real-time, Long time interval
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Proactive Analytics
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Proactive Analytics

* Nip it in the bud
* Intent Based Analytics




®

Intent Based Analytics (IBA)

* Ask your network a ‘question’:

Are there continuous packet drops on any of my leaf to server interfaces?
Is there a large ECMP imbalance in my leaf/spine network?
Is my VXLAN/EVPN overlay network correctly programmed across my entire network?

Network performance is slow between Server A and Storage X.
Is there a bottleneck in the network somewhere?

Are there any peer-links being actively utilized for large amounts of traffic?

Are physical VLANs and VMware VLANs synchronized on every link between ESXi and
leaf switch?

Is there memory leak in any of my network devices?
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Proactive Analytics

Operations — Blueprint — Intent Based Analytics (IBA)

@ /Blueprints/Bellevue

ﬁ Dashboard I Analytics

[ 4 ]
R Staged

Proactive Failure Detection

Probes / EVPN IBA Telemetry ® EVPN

EVPN Type 3 for L2 VNIs

— EVPN Type 3forL2VNIs

IPV4 EVPN Type 5 routing for virtual networks

IPV4 EVPN Type 5 routing for virtual networks

IPV6 EVPN Type 5 routing for virtual networks

IPV6 EVPN Type 5 routing for virtual networks

EVPN IPv4 Type 5 status for virtual networks

EVPN IPv4 Type 5 status for virtual networks

EVPN IPv6 Type 5 status for virtual networks

EVPN IPv6 Type 5 status for virtual networks

>1 Expected remote VTEP count

Expected remote VTEP count

‘)l Remote L2VNI VTEP status

Stage: EVPN Type 3 for L2 VNIs

 —
= Uncommitted

O Active

Find EVPN-VXLAN

control plane
issues

Discrete State Set

@ Type-3.BUM

Troubleshooting

web1

EVPN Type 3 for L2 VNI routes represents the list of VTEPS that a leaf will flood traffic to.
VTEP and RD indicates that reachability between system and remote-system is impaired s

An association is made between remote VTEP IP and a deterministic route distinguisher. N

[Jup
System ID

525400141590
ebc-ha-002-leaf2
Leaf

525400141590
ebc-ha-002-leaf2
Leaf

525400141590
ebc-ha-002-leaf2
Leaf

525400141590
ebc-ha-002-leaf2

Leaf

525400141590

Key

10.0.0.2:4/100.100.100.1

10.0.0.2:5/100.100.100.1

10.0.0.2:6/100.100.100.1

10.0.0.3:4/100.100.100.1

Label  Local Vlan

db 4
web 5
LB 6
db 4

Rd

10.0.0.2:4

10.0.0.2:5

10.0.0.2:6

10.0.0.3:4

Remote Hostname

ebc-ha-001-leafl

ebc-ha-001-leaf1

ebc-ha-001-leaf1

ebc-ha-001-leaf2

Rel

for Proactive

Find bottlenecks
in the network

Monitoring

zive
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] % Interface  Value
Ethernet1/2 swp2 B swpd Ethernet2
Etherneto _‘——|_‘—'_'_‘_‘_|—|_,_|—l',_‘—|—'_r
Ingress_traffic_720min_avg r102-s3 facing r101-12:€101-051-0  spine_leaf  Ethernetl
Spine
1day history Egress traffic 571254X1805035
r102-s3 facing_r102-11a:swp3 spine_leaf Ethernet2 ~ Collapse
Egress_traffic_last_1day Spine
1day hist | traffi 50.4M (50,427,031)
65M
Ay history Ingress trathic on 2019-06-23 08:00:00.000
1day
Ingress_traffic_last_lday 55M
50M —_—
45M
1hour Grouped Egress traffic 40M
35M
Grouped Egress_traffic_60min_avg 30M
25M
20M
1hour Grouped Ingress traffic 15M
10M
Grouped Ingress_traffic_60min_avg 5M
o Observe short term,
00:00:00 00:00:00 00:00:00 00:00:00

Capacity Planning

—
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traffic trends
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Recap: Latest SDDC Design Principles "eeae28

e CLOS for Scale-Out Spine Layer

NSNS
BGP+ECMP

s AN

* Vender agnostic

Core or WAN
* Full Life Cycle

: , 7~ g~
AUtOmathn e e e e e e e Leaf Layer
_ o I =i I =] ==l e
* Real-time Monitoring —— = network services Q
L ) Firewall, Load Balancer, etc  Chef
* Proactive Analytics compute and storage /\

CFEngine puppet
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