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LEGAL DISCLAIMER

This product roadmap sets forth Juniper
Networks’ current intention and is subject to
change at any time without notice. No
purchases are contingent upon Juniper
Networks delivering any feature or
functionality depicted on this roadmap
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CURRENT OPERATIONAL CHALLENGES

Deep Faster
expertise diagnostics
required

NETWORK

OPERATION

Proactive
detection and
prevention

Automated
resolution
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CURRENT OPERATIONAL ENVIRONMENT

TICKETS/ALARMS
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x Data Siloes

X Heterogeneous

X Human troubleshooting
X Slow change

SRX  Non-Juniper devices
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NETWORK MONITORING AND DIAGNOSTIC

Limited insights
Late response.
Expensive / inefficient.

NETWORK MONITORING > REMEDIATION >

| today | today

e Basic monitoring capabilities. : E/Iant:fal.

e Legacy mechanisms (SNMP) eactive

. *  Not normalized
*  Not real time.
* Slow

| Implications Implications

Long diagnostic and remediation times.
Resource intensive.
Dependent on available human resources.
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LET'S VISUALIZE A HOSPITAL ICU

Medical Dashboard
protocols & real time
results

;=% Medical Protocol

Patient #1

Doctor /
1%
Personnel
(human
intelligence) Telemetry
Sensors

Patient

A Patient (human body) is a complex system. Doctors/personnel need to follow defined protocols (by
expert community) to properly monitor health and diagnose, and need tools to analyze and visualize
results.
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KEY ATTRIBUTES FOR A CRITICAL SYSTEM MONITORING AND

DIAGNOSTICS

Complex system Human patient

Real time telemetry Vital signs sensors

Intelligence Doctors / nurses

Normalized

protocols Medical protocols

Medical specialists

Expert community ST

ICU Dashboards,
etc.

Tools

ICU Room Network (today) Network (tomorrow)

Network

Limited

NOC engineers

Not normalized
Informal, tribal

Fragmented

SNMP tools, etc.

Network

Real time streaming Telemetry

NOC engineers + ML assisted operations

Normalized monitoring and diagnostics protocols

Crowd sourced expert community

Anomaly detection, failure prediction, cross
correlation, ML algorithms
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THE NETWORK OPERATIONS CENTER CHALLENGE

NOC Engineering team

O I
[ ) (_Y Limited resources
il i

Human capabilities

‘3 Human expertise ‘E Tools

Statistics

Operational State
Events
Alarms
KPls
The Challenge ) = =B
How to amplify NOC team capability to identify and diagnose faster network and service health related
incidents
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NETWORK DEVICE HEALTH MONITORING

Health data consumer
NOC Director

Q: Is this MX ok?
A: It depends, what does “ok” mean?

planning engineer

Q: PFE memory is at 75%, is that bad?

A: It depends. NOC engineer

L2aggr BNG PE Core DCE ...

Device health monitoring is highly Device role

contextual.
* Device type
» Device role/configuration

 Consumer of the data Device type

© 2018 Juniper Networks
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Contrail Healthbot playbook library
https://github.com/Juniper/healthbot-rules/

BRIDGING THE EXPERTISE GAP WITH CONTRAIL HEALTHBOT

® Expert community : NOC Engineering team
[ )Y ( M MX, SRX, QFX, BGP, EVPN, Contrail
(Y ) (L:;?»VPN, Memory, MPLS, PTX, Healthbot
isco, ...

N
} Interfaces 3
Chassis KPIS o type string;
£ E@@ @ ) : - /
Subject Matter Experts {03 3 Chip/PFE Domain Specific Language
@ MAC Address oP
Linecards
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https://github.com/Juniper/healthbot-rules/

* All operations available through GUI and API

HEALTHBOT WORKFLOW

a Organize your devices in device groups

e Select playbooks to apply

Playbooks

E mii « 50 &

I

Y 8

o 8
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MONITOR THE HEALTH OF A SUBSYSTEM
— Local Alarm Visualize Health statusi m—

Data Condition Results
manipulation Evaluation
Sensor A Field X Trigger M
Sensor B Field Y Trigger N
Sensor C Field W Trigger O
Sensor D Field Z Trigger P CeneTaEToro:
Normalize =/>=/<=/...
Tag Range/exists/
Transform Rate increase/decrease
Filter/Math/ML/Custom Increase by/at most
Custom
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IS THIS MX OK?

&8 HEALTHBOT

Device Group Health ©

Routing

On 9/20/2018, 12:19:03 PM ~ secs
AUTO REFRESH
nms5-mx240-8 x
~ © Timeline View
nmsS-mx240-alchassis-alamms Zoomin | Zoom out
ms5-mx240-alegress aic. [0 00 ww wme wm oo ceemocs m mmes cm o mm o cmm mem cme = @ om mm @ @ cccomocm o mms o oo wm mos oo o0 o semoes
imbalance
nmss-mx240-aingress-traffic- - . e - - m e e e - - - - . - - o - -
imbalance
10:20 10:30 10:40 10:50 11:00 11:10 1120 11:30 11:40 11:50 12:00 12:10 1220 12:30
Fri 20 September
5= OTILE VIEW BB TABLE VIEW
Time| | Device | | Group (] Topic W] Keys (W KPI (¥ Status W] Message
chassis.alarms  chassis.temperature interface.statistics interface.traffic linecard.fpc protocol.bgp
Topic Keys KPI Status Message
[ ] | ALL,
chassis.alar... chassis-alar... Chassis alarms detected at 2019-09-19 18:02:08 PDT, class:Minor, CPU DRAM size mismatch for ...
chassis.tem... component-... [ Temperature of Routing Engine 1 CPU is normal, Value=38 (degrees)
é’; H chassis.tem... component-... [ @ Temperature of Routing Engine 1 is normal, Value=38 (degrees)
3 ||
& chassis.tem... component-... M@ Temperature of Routing Engine 0 CPU is normal, Value=38 (degrees)
Q stc.interface system.statistics  system.storage
H chassis.tem... component-... [ @ Temperature of Routing Engine 0 is normal, Value=39 (degrees)
chassis.tem... component-... M@ Temperature of PEM 1 is normal, Value=40 (degrees)
chassis.tem... component-... [ Temperature of PEM 0 is normal, Value=40 (degrees)
chassis.tem... component-... [ Temperature of FPC 2 QX 1 TSen is normal, Value=55 (degrees)
chassis.tem... component-... [ Temperature of FPC 2 QX 1 Chip is normal, Value=57 (degrees)
chassis.tem... component-... M Temperature of FPC 2 QX 0 TSen is normal, Value=58 (degrees)
I I I rhaeeie tam. inetanca i Anmannant. B Tomnoratise nf EDO DAY A Chin ie nnrmal Uslia—R7 (danrssel
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PEOPLE

PROCESS
TECHNOLOGY
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THE NETWORK OPERATIONS CENTER CHALLENGE

Expert community : 3 ML/AI Generated insights
MX, SRX, QFX, BGP, EVPN, Contrail ¥ W Anomaly detection, cross-

L3VPN, Memory, MPLS, PTX, Healthbot Y correlation, outlier detection,
Cisco, ... prediction, automated clustering, ...

Machine generated knowledge
amplifies NOC team capabilities

[ ] : H biliti
uman capapliities
[ PN

Expert community knowledge
amplify NOC team expertise

@ Limited resources %
3 Human expertise %

vMX ( =" - _ ‘

[0
EX switches
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HOW HEALTHBOT HELPS THE OPERATIONS TEAM?

LAYERS IN THE PROBLEM

Is it a problem of how to shorten diagnostics and problem
resolution time?

Is it a problem of how to interpret the data?

Is it a problem of frequency of the data?

<

p

E Is it a problem of how to analyze the data?
2N

Is it a problem of lack of sufficient data?

f & Playbook library, community, )
|—/\/~— Cloud of Knowledge,
L Notifications, UDAs )
4 D
7 Expertise encapsulated on
@ Playbooks
Playbook/rule programming
T
_M_| model
L ML/AI Algorithms )
e D
TP Real time streaming telemetry:
M1 71, 0C gRPC
\ J
4 D
R SNMP, Netconf, CLI, Syslog, JTI,
gRPC. Zoom-in/out
\ J
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LONG TERM OPERATIONAL ENVIRONMENT Long tem storage

TICKETS/ALARMS
@ | P NOTIFICATIONS TO TICKETING
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PYTHON | | ANSIBLE

NMS MOPS WORKFLOWS
= =
E § [T message bus/kafka
% % § Short term DB
£ E L ITELEMETRY
Z z
y\ v Consolidated data
wx (@ v Homogeneous
v Machine diagnostics/inferences
VvSRX v Aglle
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TRANSFORMING THE OPERATIONAL ENVIRONMENT

Capture and
leverage
community »

knowledge @

Real time
telemetry and
analytics

NaV(RK

> ' D ER T
(i Y

Closed loop
automation
workflows

ML/AI based
insights
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Playbook available

HEALTHBOT - NORTHSTAR INTEGRATION:
NODE/LINK MAINTENANCE MODE

Network Node develops a [potentially] failure
condition

Telemetry signals changes or anomalies

Playbook running on HealthBot detects or
predicts condition

Juniper NorthStar

Controller User Defined Action calls NorthStar REST API
Requests node to be set in maintenance.

¢y 1
Contrail HealthBot A A e > 6 NorthStar sets node into maintenance
L

e LSPs and traffic re-routed from failing node.

Benefits

Faster condition detection.
Faster remediation action.

Network
infrastructure

Reduced or avoided down-time
(make before break).
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Traffic black hole
detection

BNG Health

Monitoring

Microburst
detection

PFE Wedge

conditions

Detect the existence of an
anomalous traffic drop on
PFEs or Fabrics.

Assessment of multiple
BNG health KPIs to
evaluate overall system
condition.

Identify the existence of
traffic bursts that may result
in traffic drops

Identify the existence of
errors on PFEs that lead or
predict the existence of a
PFE Wedge

outing protocols

diagnostics

Routing table
health analysis

apacity planning
rules compliancy

Service health

monitoring

Monitor and evaluate
behavior of different routing
protocols and identify root
cause of anomalies

Evaluate routing and
forwarding state and
identify anomalies

Enforce capacity planning
rules and detect anomalies.

Evaluate end-to-end
service health
(pseudowires, EVPN, etc.)
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HEALTHBOT PLAYBOOK LIBRARY

[ Juniper / healthbot-rules ©Watch~ 31 Kstar 2 YFork 1

<> Code @ Issues 0 11 Pull requests 12 I Projects 0 EE Wiki .1 Insights

Branch: master v healthbot-rules / juniper_official / Create newfile = Upload files ~ Findfile History

% gowrisankarvs updated README file Latest commit 654447d 7 days ago

Juniper Github repository

https://github.com/Juniper/healthbot-rules/

[ Chassis updated README file

[ Interfaces development to master release september 6th 2018

I Linecard development to master release september 21th 2018
[ Protocols development to master release september 6th 2018
B System development to master release september 21th 2018
[E) README.md Rename Readme.md to README.md

README.md

Juniper provided and community provided

7 days ago
2 months ago

a month ago

2 months ago

) Juniper / healthbot-rules @Wwatchv 31 %sStar 2 YFork 1

<> Code t) Issues 0 1 Pull requests 12 1" Projects 0 EE Wiki lili Insights

Branch: master v | healthbot-rules / juniper_official / Protocols / Create new file = Upload files = Findfile = History

B ayushgithub development to master release september 6th 2018 Latest commit 8af24c3 on Sep 6

= Bgp development to master release september 6th 2018 2 months ago
i Lidp development to master release september 6th 2018 2 months ago
B Ospf Rename Readme.md to README.md 7 months ago
i} Rib development to master release september 6th 2018 2 months ago
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https://github.com/Juniper/healthbot-rules/

THANKS!
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